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Introduction & Study area Chiaraluce et. al., 2011

• Extending a near fault earthquake catalog to study 

local seismicity (eg. sessional effects).

• Main focus is L’Aquila earthquake (Mw 6.3) that 

occurred on April 6th 2009, 01:32 UTC right 

beneath the city of L’Aquila (Abruzzo region). 

2



Methodology
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Convolutional Neural Network (CNN) is a supervised learning algorithm.

Artificial intelligence 

Machine learning

Deep learning

Source: Future part of AI-Part 5
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Data and preprocessing

25s 

The first input layer in CNN

How to build a good database of the events to distinguish the local events?
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Local
Regional 

Tele-seismic

Database of events

1. Catalog of earthquakes 2. Seismograms

Three component seismograms (broad 

band) from 1990 to 2019 recorded at 

AQU (42.354, 13.405) station near city 

of L’Aquila, central Italy.

Time series
E-W

N-S
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Data and preprocessing

25s 

The first input layer in CNN
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Database of events

1. Catalog of earthquakes 2. Seismograms

INGV catalog

USGS for M > 4.5

Valoroso et. al., 2013

~500k

Selection process ~65k  

accepted  

earthquakes

Time series



Data and preprocessing

625 

positive sample negative sample
~65k

Database of events

~65k
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Two-stage pipeline using 1D convolutional neural networks (CNN) for earthquake 

detection and characterisation. 

Dividing the original database in three parts:

Training 80%

Validation 10%

Evaluation 10%

25s CNN
LabellingPositive samples

pdistance

pmagnitude

Proposed framework

2nd stage

1st stage

25s 

Positive samples CNN
Detector

psignal
Negative samples

25s 

Distance
<10, >10 km

Magnitude
<1, 1-2, 2-3, >
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The grid search is performed 
for the best combination of 
the CNN hyperparameters. 

Tests Description Parameters

2 Architecture Deep and shallow CNN

2 Optimisation algorithms SGD and ADAM

3 Learning rate 1e-5, 1e-3, 1e-2

2 Momentum 0.2, 0.9

2 Mini-batch size 128, 512

Fixed Epochs Early stopping

TOTAL 48 tests

Proposed framework
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Results CNN detector

Training + validation Evaluation

Accuracy 97%

Deep architecture
SGD optimisation algorithm
1e-2 learning rate
0.9 momentum
512 mini-batch

FP

TPTN

FN
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Results CNN labelling Distance
<10, >10 km

Magnitude
<1, 1-2, 2-3, >

Training + validation Evaluation

Test 11

Deep architecture
SGD optimisation algorithm
1e-2 learning rate
0.9 momentum
128 mini-batch

Distance accuracy 94%

Magnitude accuracy 72%

Distance 

Magnitude 



11

Results Continuous data

February 2009

Local catalog (ep <10 km)

273 new detections!
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Results Continuous data Local catalog (ep <10 km)

30k new detections!

Preliminary results!

25 times more detections!
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Data, codes, clusters…
Piero
Peidong
Hugo

Josipa
David

Leoncio
Nour

CIMENT
December 2019 - newbie

Thank you 
sos-calcul-gricad!

ISTerre cluster
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Data, codes, clusters…

ISTerre cluster

Ciment

Mount this folder on my laptop.

Codes, results

~ 30 years of 
three component 
seismograms for 1 

station

276 Gb

AQ1

AQ2

AQ3

AQ4

100 Gb
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Stages of the framework

1. Building an extensive catalog

2. Extracting positive and negative samples

3. CNN training and validation

4. CNN evaluation

5. Running CNN on continuous data

6. Extracting local events

ISTerre (CPU)

Dahu (GPU)

Data, codes, clusters…

ISTerre (CPU)

Dahu (GPU)

ISTerre (CPU)

25s 

25s 

Samples are .txt files

~60k

~60k

~4 Gb 

ISTerre (CPU)
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CNN training and validation

Data, codes, clusters…

Grid search - 48 test

1 test

GPU: 5000 epochs ~ 3h30

~4 Gb 

Sending jobs in batches of 8. 

There was a problem with the 
submission order:
/nodes=1/gpudevice=1/core=2. 

I estimated that I need only 2 cores. 



17

CNN training and validation

Data, codes, clusters…

I have/need to run grid search for a lot of different experiments! 

Jobs = Experiments x 48

Option to automatically submit jobs in batches or individually.  

Distance
<10, >10 km

Magnitude
<1, 1-2, 2-3, >

Not elegant solution: small 
python script that checks the 
status of my submitted jobs. Memory issue

Submission order of nodes, gpudevice, cores

Submission of many jobs
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Stages of the framework

1. Building an extensive catalog

2. Extracting positive and negative samples

3. CNN training and validation

4. CNN evaluation

5. Running CNN on continuous data

6. Extracting local events

ISTerre (CPU)

Dahu (GPU)

Data, codes, clusters…

ISTerre (CPU)

Dahu (GPU)

ISTerre (CPU)

ISTerre (CPU)



Folder Days
5. Running CNN 

on continuous data
6. Extracting local 

events

AQ1 (1990-1994) 1528 ~1h 10 ~4 min

AQ2 (1995-1999) 1249 ~1h ~3 min

AQ3 (2000-2009) 3391 ~2h 30 ~9.8 min

AQ4 (2010 - 2019) 2801 2h ~6.4 min
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1 day ~2.5 s 

Data, codes, clusters…
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Data, codes, clusters…

I appreciate the effort of having the Wiki in English.



Data, codes, clusters…

I appreciate the effort of having the Wiki in English.

Thank you for your attention!


